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Inferential Statistics Tests
	Analysis (Test)
	Question Examples
	Data Requirements
	Useful information

	Mann-Whitney

(Non-parametric equivalent of the two sample t-test)


	Difference: Does the median number of trees per km differ between rural and urban?
Relationship: Is the level of weekly exercise related to gender?
	Variable 1:

· The IV or grouping variable needs to have 2 categories (e.g., morning, evening) can be nominal, ordinal.
Variable 2:

· The DV or test variable can be ordinal, interval or ratio (but not nominal)
Can be used for skewed data that violates normality assumption (non-normal data).


	Male
Female
No exercise
Some exercise

Lots of exercise

Compares medians.

Can be used for skewed data that violates normality assumption
Rural
Urban
Tree Count /km
(non-normal data).

	Kruskal-Wallis
(Non-parametric equivalent of the ANOVA)


	Difference: Does the median number of trees differ across Rural, Urban and Suburban?

Relationship: Is the amount of reading related to year of study?

	Variable 1: 

· IV or grouping variable can have 2 or more categories can be nominal, interval or ratio data.
Variable 2: 

· The DV or test variable can be ordinal, interval or ratio (but not nominal)

	Compares medians.
Can be used for skewed data that violates normality assumption (non-normal data).

Uses the Chi-square statistic to test null hypothesis that medians are equal and report significance.
Rural
Urban
Suburban
Tree count/km
Year 1
2
3

4

No reading
Some reading
Lots of reading


	Analysis (Test)
	Question Examples
	Data Requirements
	Useful information

	Chi-square
(non-parametric)
Post-hoc tests can be used to determine which cells are the ones significantly differing from expected values.
	Is there a significant difference between the class sections (day and night) for the number of female students (than would be expected by chance)?

Multiple variables:

Is there a significant difference amongst first year and second year students in the morning and evening sections for enrollment (than would be expected by chance)?
	Variable(s): 

· Nominal (section) or ordinal (year of study) variables
· The number of instances are counted (number of female students in each section)
· Typically 2 variables. The univariate version would compares a variable with an expected value)

	Compares differences in counts (number of instances) from what is expected to what is actually found.

Multiple variables: Compares enrollment across several combinations (e.g., the four section-year of study combinations.)
Morning

Evening

First year

Second year

Reported as (2(df) = ___, p___

e.g., (2(3) = 8.43 p =.038



	Cramer’s V and Lambda 

Plot data to determine direction 


	Is the class sections (day or evening) related to the student’s grades?

Is there an association? How strong is the association? What is the direction of the association?

	Variable 1: 

· Nominal (section)

Variable 2: 
· Ordinal (Academic achievement)
	Cramer’s V indicates the general strength of the association between variables with a significant Chi-square. (Requires computing Chi-square first) on a scale of 0.00 to 1.00 representing weak, moderate, and strong.

Lambda is a measure of proportional reduction in error (PRE) that provides a more precise number. 



	Analysis (Test)
	Question Examples
	Data Requirements
	Useful information

	Gamma 
	Do students who attend day classes achieve different grades than those who attend evening classes?
Is there an association? How strong is the association? What is the direction of the association?

	Ordinal variable data with few categories (less than 6). Data with more categories needs to be  collapsed into a smaller number of groups (less than 6).

Variable 1: 

· Ordinal e.g., Class section (day vs. evening) 

Variable 2: 

· Ordinal e.g., letter grades


	Ranging from 0.00 to 1.00 ( - indicating the strength and the direction of the relationship.  

· 0.00 represents no association whereas 1.00 represents a perfect association

· Positive relationship (+): both variables increase.

· Negative relationship (-):  one variable decreases as the other increases. Called an “inverse relationship”.

	Spearman’s rho and rho squared
	Is there a relationship between students’ ratings on how they liked the course and their class section (day or evening)?
Is there an association? How strong is the association? What is the direction of the association?

 
	Continuous ordinal variables
Variable 1: 

· Ordinal (only a few categories; less than 6)

· Class section  

Variable 2: 

· “Continuous” Ordinal with multiple categories (e.g,. Likert-scales or other rating scales)

· Attitude toward course 


	Scales with many categories may look like Interval-ratio but may be ordinal – see Likert-scale notes. Variable cases must be ranked from high to low.

Spearman’s rho ranks students (or other sources) for each variable and measures how much the ranking changes to see how similar the variables are. Squaring the results provides the Proportional Reduction in Error.  

For strength and direction see Gamma as it is the same info.

	Logistic Regression (regression but with categorical DV)
	To what extent does gender, age, location predict someone dropping out of the program?

V1s: gender, age, location

V2: drop out vs stay in
	Multiple Variable 1s (IVs): any data type

Variable 2:
· Can be categorical (nominal, ordinal) or interval. If continuous, then usually use Regression.
	This test is frequently used in health research, education and other areas where the outcome variable is dichotomous (yes/no; lived/died; graduated/not)

	Analysis (Test)
	Question Examples
	Data Requirements
	Useful information

	Paired samples (dependent) t-test
	Is there a difference or change in students’ grades between mid-term and final exams?


	Variable 1: independent variable
· Categorical –data collected two times (e.g., mid-term and final-exam)

· Same group measured twice on a concept (e.g., grades, knowledge)

Variable 2: dependent variable

· Continuous – Interval-Ratio (grades)
	This test requires measuring the same characteristic twice in the same students (or other source). Works well for comparing mid-term and final-exam, or assignments before and after help session.

	Two samples (independent) t-test
(Note: one-sample compares a variable with an expected value)
	Is there a difference in students’ grades between day and night sections?


	Variable 1: independent variable
· Categorical - nominal (gender or section) or ordinal (year of study)

· Only 2 groups/categories

Variable 2: dependent variable

· Continuous – Interval-Ratio (grades)
	If both variables are continuous, one can be made into a categorical variable. 

	ANOVA
	If 2 variables:

Is there a difference in students’ grades amongst morning, afternoon, and night sections?

If 3 or more variables:

Is there a difference in students’ grades between day and night sections, male and female students, and first, second and third year students?
	If 2 variables:

Variable 1: independent variable
· Categorical - nominal (gender or section) or ordinal (year of study)

· Can have more than 2 groups/categories

Variable 2: dependent variable

· Continuous – Interval-Ratio (grades)

If 3 or more variables:

Rest of the Variables: independent variables
· Categorical - nominal (gender or section) or ordinal (year of study)

· Can have more than 2 groups/categories

1 of the Variables: dependent variable

· Continuous – Interval-Ratio (grades)
	ANOVA allows for more categories and variables than t-test. 

In cases of multiple variables, the ANOVA is written as “Section X Gender X Year ANOVA” and is said as “Section by Gender by Year ANOVA”

	Analysis (Test)
	Question Examples
	Data Requirements
	Useful information

	MANOVA
	Is there a difference in students’ grades and attendance amongst morning, afternoon, and night sections?


	1 or more of the Variables: independent variables
· Categorical - nominal (gender or section) or ordinal (year of study)

· Can have more than 2 groups/categories

2 or more of the Variables: dependent variables

· Continuous – Interval-Ratio (grades)
	MANOVA allows for comparing the groups for multiple outcomes in the same analysis witch reduces statistical error.

	ANCOVA 
	Is there a difference in students’ grades amongst morning, afternoon, and night sections that is not due to attendance?


	Rest of the Variables: independent variables
· Categorical - nominal (gender or section) or ordinal (year of study)

· Can have more than 2 groups/categories

1 of the Variables: Covariate or concomitant variable (to control for and show not due to)
· Usually continuous – Interval-Ratio (attendance)

1 of the Variables: dependent variable

· Continuous – Interval-Ratio (grades)
	ANCOVA allows for controlling for the effects of a variable during the analysis. Used when a variable is not of interest in this study/hypothesis but would likely have an effect, such as attendance, size of class, pre-test grades. Done to increase the possibility of finding a significant difference (as it is a more fine-tuned test).

	Repeated measures ANOVA
	Is there a difference in students’ grades between day and night sections?


	Rest of the Variables: independent variables
· Categorical - nominal (gender or section) or ordinal (year of study)

· Can have more than 2 groups/categories

1 of the Variables: dependent variable

· Continuous – Interval-Ratio (grades)


	This test requires measuring the same characteristic twice in the same students (or other source). Works well for comparing mid-term and final-exam, or assignments before and after help session.

Is like a paired samples t-test but Repeated Measures ANOVA allows for more categories and more variables.

	Analysis (Test)
	Question Examples
	Data Requirements
	Useful information

	Pearson correlation 
	Is attendance related to grades?
Is there an association? How strong is the association? What is the direction of the association?

	Variable 1: 

· Continuous – Interval-Ratio (attendance)

Variable 2: 
· Continuous – Interval-Ratio (grades)


	What is the strength of the relationship? (0 to 1)

· Closer to 1 is stronger

· 0 indicates no relationship

What is the direction of the relationship? (+ or -)

· Positive relationship: + indicates both variables increase (attendance increases as grades increase) 

· Negative relationship: - indicates one variable decreases as the other increases. Called an inverse relationship.

	Regression 
	Do students’ attendance and section predict their grades?
Is there an association? How strong is the association? What is the direction of the association?
	Variable 1: independent variable
· Continuous (attendance)

· Categorical - nominal (gender or section) or ordinal (year of study)

Variable 2: dependent variable

· Continuous – Interval-Ratio (grades)
	Categorical independent variables need to use dummy variables which turn categories into sets of yes/no (0 or 1) coded variables.

	Cohen’s d 

(Effect Size index)
	How strong is the effect of studying on grades? If it is statistically significant is there a significant impact?
	Variable 1: independent variable
· Categorical - nominal (gender or section) or ordinal (year of study)

Variable 2: dependent variable

· Continuous – Interval-Ratio (grades)
	Reported for difference tests (such as t-test and ANOVA) as an indicator of how large of difference likely exists in the population.

Required or recommended by some research journals.


This list is not exhaustive of all inferential tests. It includes the most common ones and several specialized tests.

More Complex Questions and Inferential Tests

Require continuous data and large sample sizes

-       How many concepts are represented by the set of items on a questionnaire or separate measures? Factor Analysis [PCA (SPSS default) to get components, PAF and Maximum Likelihood to get factors]
-       Are concepts represented by items or measures related to each other? Factor Analysis – Oblique rotation
-       Is one of the variables acting as a mediator thereby bridging the effect of one variable on the other? Path analysis
-       Do concepts that are each represented by items or measures explain each other? Structural equation modeling
-       How much do variables at multiple embedded levels (e.g., student, class, university) explain relative to each other? Hierarchical linear modeling
Likert-Scales

E.g., Rate the following statements on the following scale: 
1 (not at all true)
2
3 (somewhat true)
4
5 (very true)

“I learned a lot from this course.”
1
2
3
4
5

The level of measurement of such data depends on how equal the intervals are (or can be argued to be). Some researchers argue that the data must be treated as ordinal (specifically a sub-class of ordinal called “continuous ordinal”); others support treating the data as interval-ratio. A rule of thumb is to decide if the scale represents a continuous measure of a construct, enough for your purposes.

See http://www.howto.gov/customer-experience/collecting-feedback/basics-of-survey-and-question-design for excellent level labels!
IV and DV 
Difference tests label the variables IV and DV.

Independent variable – expect a difference due to

Dependent variable – expect a difference in

Association tests sometimes label the variables as IV and DV.

Relationship between two variables do not label the variables as IV and DV

Amount one variable predicts of the other do label the variables at IV and DV

Significance (p)
Alpha (() is the set cut off for significance. Typically the cutoff is set at .05 or .01 or .001 but depends on discipline, study, and tolerance of error. .05 is still a 1 in 20 chance of being wrong when claiming significance. 
When p < ( then the probability of the data distribution/difference/relationship being what it is less likely than the cutoff likelihood.

Significance is reported as p < .05 (or another () or as the actual computed probability value (e.g., p = .038) allowing reader to judge. 
Sample size (n)

“The general rule in determining sample size is to obtain a sufficient number to provide a credible result”. 

(p. 127, McMillian & Schumacher, 2006)

When choosing a sample size:

· Consult McMillian & Schumacher’s (2006) excellent list of criteria (p 129-130) or similar criteria.
· Consider what other researchers with respected results in your field have used.

· Perform a power analysis to determine the likely sample size needed to get a significant result for the effect. 

· See our rough suggestions for sample sizes, and in general go with larger.

Rough suggestions sample sizes 

Two variables  – a minimum of 100 or 120 in total is recommended for most tests in the above table with two variables


Differences – at least 15 or 20 minimum per group has been suggested
Relationships – at least 30 minimum has been suggested
Multiple variables – at least 150 - 200 in total is recommended for most tests in the above table with three or more variables

Complex tests –over 500 with even the simplest questions (few variables) with increasing complexity quickly requiring increasing sample size

Three reasons larger sample sizes are better:

· Can detect smaller actual difference or relationships, so more likely to get a statistically significant result

· Allow more complex testing.

· Reduce margin of error

· Changes degrees of freedom (making a test statistic of the same size be interpreted as more significant)
Degrees of freedom (df)

“df” is calculated based on sample size or number of variables or a combination of both, and is used to determine the significance “p” value for a test. The level of significance related to test statistic (such as “t” or “(2” can vary based on the degrees of freedom.  
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